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Abstract

Ultra dense network (UDN) has been envisioned as a promising technology to provide high quality wireless connectivity in dense urban areas, in which the density of access points (APs) is increased up to the point where it is comparable with or surpasses the density of active mobile users. In order to mitigate inter-AP interference and improve spectrum efficiency, APs in UDNs are usually clustered into multiple groups to serve different mobile users, respectively. However, as the number of APs increases, the computational capability within an AP group has become the bottleneck of AP clustering. In this paper, we first propose a novel UDN architecture based on mobile edge computing (MEC), in which each MEC server is associated with a user-centric AP cluster to act as a mobile agent. In addition, in the context of MEC-based UDN, we leverage mobility prediction techniques to achieve a dynamic AP clustering scheme, in which the cluster structure can automatically adapt to the dynamic distribution of user traffic in a specific area. Simulation results show that the proposed scheme can highly increase the average user throughput compared to the baseline algorithm using max-SINR user association and equal bandwidth allocation, while at the same time, guarantees low transmission delay.
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1. Introduction

The new generation of mobile system, the fifth generation (5G), is expected to accommodate the extreme traffic load in crowded cities and hotspot areas [1]. A large amount of mobile devices will be connected to 5G, which leads to a dramatic growth of traffic demand [2, 3]. In order to address the contradiction between the ever increasing traffic demand of mobile users and limited radio resources, ultra dense networks (UDNs) are recently proposed as a promising technology to improve system capacity by leveraging an extremely dense deployment of access points (APs) [4, 5]. Compared with traditional cellular networks, UDN has an extremely high density of access points (APs) that is comparable with or surpass the density of active mobile users.

From the network-centric perspective, recent studies have shown that UDN can highly improve the system performance in terms of spectral efficiency, energy efficiency, system capacity and interference mitigation. In [6], a joint transmit power control and user scheduling scheme in a multi-cell scenario is proposed to optimize energy efficiency of UDNs, for which a dynamic stochastic game is formulated between small cell base stations and the drift plus penalty approach is utilized in the framework of Lyapunov optimization. In [7], the energy-efficient context-aware resource allocation problem is investigated in UDNs, which is decoupled and then reformulated as a one-to-one matching problem under two-sided preferences. In [8], an optimal design of UDN that balances user mobility and network densification is proposed, where the massive users are divided into different groups according to their moving speeds, and then served by different subnets. It is demonstrated that this approach can meet the traffic demand with high spectrum efficiency. In [9], a novel graph-based multi-cell...
scheduling framework is proposed to mitigate downlink inter-cell interference, in which a dynamic clustering method using channel-aware resource allocation is proposed to provide tunable quality of service.

Although network-centric methods have been well studied, the performance of cell-edge users has always been a challenging issue. Since mobile users in UDNs are much closer to access points compared to conventional cellular networks, the number of cell-edge users is greatly increased. Therefore, compared with the conventional network-centric methods, user-centric network management has achieved more attentions in the UDN literature. In [10], a joint AP clustering and resource allocation problem is formulated, and a distributed traffic-aware and user-centric clustering solution with overlapping clusters, is developed to maximize the spectral efficiency. In [11], the transmissions of UDN users are jointly optimized by introducing a number of predefined virtual cells, in which the transmit power of a virtual cell dedicated to each user is limited. A high cooperation gain is obtained by the proposed virtual cell scheme by avoiding inter-AP interference. In [12], a user-centric adaptive clustering method based on local measurements is proposed to maximize the goodput of UDN users using the coordinated multiple point transmission.

However, the dynamic traffic distribution of UDNs can highly increase the computational burden for both network-centric and user-centric UDNs. Moreover, new service types, such as ultra-high definition video, wearable assistance, and augmented reality, not only require network operators to provide huge traffic support, but also to guarantee strict transmission delay [13, 14]. Therefore, mobile edge computing (MEC) is envisioned as a promising technology for UDNs to act as a powerful mobile agent that can provide high computational capability, large storage and online data analysis. MEC servers can be deployed at the network edge near end users to offload computational tasks and reduce transmission delay [15, 16, 17].

Moreover, current studies mainly focus on static AP clustering methods based on local wireless environment measurement without considering the real-time change of user mobility and traffic distribution. These static methods are facing challenges due to the irregular coverage and multifarious AP relationships of UDNs [18]. In this paper, we integrate a mobile edge computing (MEC) layer into the UDN, where a MEC server is connected to the neighborhood APs to provide integrated communication and computation service for a specific UDN user. In the context of MEC-based UDN, the MEC servers can provide extra computational capability to address real-time user mobility in the network. Therefore, we propose a mobility-driven dynamic user-centric AP clustering scheme to optimize the average user throughput in a MEC-based UDN, which automatically changes the cluster structure according to user mobility prediction and dynamic distribution of user traffic. The main contributions are summarized as follows:

- We propose a MEC-based UDN architecture to offload computational tasks from the core network.
- We formulate a $M/M/1/L$ queue to model the traffic of mobile users served by each AP. And we further formulate a combinatorial optimization problem that maximizes the average user throughput.
- The combinatorial optimization problem is solved by using a dynamic user-centric AP clustering scheme. First, a user-centric AP clustering algorithm is designed based on the real-time prediction of user mobility. Then, a resource allocation algorithm is introduced in which the average packet transmission delay of each user is limited.
- The performance of our proposed dynamic user-centric clustering scheme is analyzed and simulation results show that the proposed scheme offers superior clustering performance compared with the baseline algorithm using max-SINR user association and equal bandwidth allocation.

The rest of the paper is organized as follows. In Section II, we introduce the system model and formulate an optimization problem for average user throughput maximization. In Section III, we propose a dynamic user-centric AP clustering scheme. Simulation results are analyzed in Section IV and conclusions are drawn in Section V.

2. System Model

We consider an area served by a MEC-based UDN shown in Fig. 1, in which $N$ APs, the set of which is denoted by $\mathcal{N} = \{1, 2, \ldots, N\}$, and $K$ users, the set of which is denoted by $\mathcal{K} = \{1, 2, \ldots, K\}$, are uniformly distributed in the system. Note that we focus on active mobile users and we assume $N \geq K$. Each AP has a
constant power and bandwidth budget, denoted by $P$ and $W$, respectively.

We introduce the association indicator $l_{i,j}$ to indicate whether user $j$ is served by AP $i$,

$$l_{i,j} = \begin{cases} 1 & \text{user } j \text{ is associated with AP } i, \\ 0 & \text{otherwise}. \end{cases}$$  

(1)

The set of users associated with AP $i$ is given by,

$$K_i = \{ j \mid l_{i,j} = 1, \; j \in K \}, \forall i \in N.$$  

(2)

The number of users associated with AP $i$ is then given by $K_i = |K_i|$. For any user $j \in K$, we assume it can be served by a group of $M$ APs and $M$ is a predefined constant. The AP group that serves user $j$ is then given by,

$$\mathcal{M}_j = \{ i \mid l_{i,j} = 1, \; i \in N \}, \forall j \in K.$$  

(3)

We assume that each AP uses a constant power $P_0$ for each user and the bandwidth allocated to user $j$ by AP $i$ is denoted by $w_{i,j}$. The power budget constraint of AP $i$ is then given by,

$$P_0K_i \leq P, \forall i \in N.$$  

(4)

And the bandwidth budget constraint of AP $i$ is given by,

$$\sum_{j \in K_i} w_{i,j} \leq W, \forall i \in N.$$  

(5)

The downlink transmission rate between user $j$ and AP $i$ is then given by,

$$r_{i,j} = w_{i,j} \log \left[ 1 + \frac{P_0(d_0/d_1)^\alpha}{N_0 w_{i,j}} \right].$$  

(6)

where $d_0$ is the reference distance, $d_1$ is the distance between user $j$ and AP $i$, $\alpha$ is the pathloss exponent, and $N_0$ is the noise power spectral density. Here, we consider the downlink transmission without inter-AP interference.

We assume that the arrival of data packets for any user $j$ is a Poisson process with arrival rate $\lambda_j$, and the AP serves each user with a limited buffer size $L$. The packet size of user $j$, denoted by $e_j$, follows a negative exponential distribution with mean $E$. If user $j$ is associated with AP $i$, i.e., $l_{i,j} = 1$, we have the service rate $\mu_{i,j}$ given by,

$$\mu_{i,j} = \frac{\lambda_j}{e_j} = \frac{w_{i,j}}{e_j} \log \left[ 1 + \frac{P_0(d_0/d_1)^\alpha}{N_0 w_{i,j}} \right].$$  

(7)

Based on the above assumptions, we can formulate the serving process of APs for a user as a $M/M/1/L$ queuing process [19], where the first $M$ indicates the arrival of user traffic follows a Poisson process with the parameter $\lambda_j$, the second $M$ indicates the service time follows a negative exponential distribution with the parameter $\mu_{i,j}$, and $L$ is the limited buffer of the AP for an associated user.

When a packet of user $j$ arrives at AP $i$, the probability that there are $n$ packets waiting in the buffer is given by,

$$\pi_{i,j}(n) = \rho_{i,j}^n \frac{1 - \rho_{i,j}}{1 - \rho_{i,j}^{n+1}},$$  

(8)

where

$$\rho_{i,j} = \frac{\lambda_j}{\mu_{i,j}} = \frac{\lambda_j}{w_{i,j}} \log \left[ 1 + \frac{P_0(d_0/d_1)^\alpha}{N_0 w_{i,j}} \right].$$  

(9)

Note that $\rho_{i,j} < 1$ must always be satisfied.

When a new packet of user $j$ arrives, if there are $n$ packets waiting in the queue and $n < L$, the service time of total $n+1$ packets is given by $(n+1)/\mu_{i,j}$. And the average packet delay is equivalent to the average service time of $n+1$ packets in the queue, which is given by,

$$\tau_{i,j} = \sum_{n=0}^{L-1} \pi_{i,j}(n) \frac{(n+1)}{\mu_{i,j}} = \frac{(1 - \rho_{i,j})}{(1 - \rho_{i,j}^{L+1})\mu_{i,j}} \sum_{n=0}^{L-1} (n+1) \rho_{i,j}^n,$$

$$= \frac{1}{(1 - \rho_{i,j}^{L+1})\mu_{i,j}} \left[ 1 - \rho_{i,j}^{L+1} - L\rho_{i,j}^L \right].$$  

(10)
We see that the average packet delay is decided by bandwidth allocation of AP $i$ for its associated users from (9) and (10). And the packet delay constraint for user $j$ is then given by,

$$\tau_{i,j} \leq D.$$  \hfill (11)

When a new packet of user $j$ arrives, if the buffer is full, i.e. there are already $L$ packets in the queue, the packets of user $j$ would be dropped. Therefore, the blocking probability of AP $i$ for user $j$, denoted by $B_{i,j}$, is given by,

$$B_{i,j} = \pi_{i,j}(L) = \rho^L_{i,j} \frac{1 - \rho_{i,j}}{1 - \rho^L_{i,j}}.$$  \hfill (12)

When user $j$ is served by AP group $M_j$, the packets of user $j$ will enter the buffer of each AP in the group. Therefore, the arriving packets would be blocked only if all the buffers in the group are full. Thus, the blocking probability of user $j$ served by AP group $M_j$, denoted by $B_{M_j}$, is given by,

$$B_{M_j} = \prod_{i \in M_j} B_{i,j}.$$  \hfill (13)

Then the throughput of user $j$ is given by,

$$C_j = \lambda_j (1 - B_{M_j}).$$  \hfill (14)

And the average user throughput in the system, denoted by $\overline{C}$, is given by,

$$\overline{C} = \frac{1}{K} \sum_{j \in K} C_j.$$  \hfill (15)

We aim to optimize the AP group for each user to maximize the average user throughput in the system. Therefore, the optimization problem is formulated as follows:

$$\max_{\{K_i\},\{w_{i,j}\}} \overline{C}$$  \hfill (16a)

s.t. $P_iK_i \leq P$, $\forall i \in N$,  \hfill (16b)

$$\sum_{j \in K} w_{i,j} \leq W, \forall i \in N,$$  \hfill (16c)

$$l_{i,j} \in [0,1], \forall i \in N, j \in K,$$  \hfill (16d)

$$\sum_{i \in N} l_{i,j} = M, \forall j \in K,$$  \hfill (16e)

$$\tau_{i,j} \leq D, \forall i \in N, j \in K.$$  \hfill (16f)

$$\rho_{i,j} < 1, \forall i \in N, j \in K.$$  \hfill (16g)

(16b) is the constraint of total power of an AP, and (16c) is the constraint of total bandwidth of an AP. (16d) indicates two states of user association between user $j$ and AP $i$, and (16e) indicates each user is served by $M$ APs. (16f) is the packet delay constraint and $D$ is a predefined constant. (16g) is the constraint of the queuing system. We summarize the notations in Table 1.

![Fig. 2: Mobility Prediction of User $j$.](image)

3. Dynamic User-Centric AP Clustering Scheme

Problem (16) is a combinatorial integer optimization problem, which is NP-hard in general. Here, we develop a heuristic algorithm consisting of user-centric AP clustering based on mobility prediction and greedy resource allocation with packet delay constraint.

3.1. AP Clustering Based on Mobility Prediction

From (9) and (12) we see that the average blocking probability $B_{i,j}$ increases with the distance between AP $i$ and user $j$ as the derivative of the blocking probability $B_{i,j}$ with respect to the distance $d_{i,j}$ is always above zero. Therefore, the idea of our algorithm is to cluster the APs close to user $j$ into a group to reduce the average blocking probability of the traffic packet.

As shown in Fig. 2, we firstly generate the mobility trajectory of user $j$ into a polynomial function $y = f_j(x)$ according to the user mobility model shown in [20, 21], where the location of user $j$ is denoted by $(x_j, y_j)$. We denote $(x_j(t), y_j(t))$ as the location coordinate of user $j$ at time $t$. The initial location of user $j$ is then denoted by $(x_j(0), y_j(0))$, and the initial AP group serving for user $j$ is denoted by $M_j(0)$.

We denote $\Delta s$ as the prediction distance and trace the mobility of user $j$ for every $\Delta t$. We assume that users move with a constant speed $v$, and the prediction distance $\Delta s$ is then given by,

$$\Delta s = v\Delta t.$$  \hfill (17)

We further assume that the moving direction is tangent to the mobility trajectory $y = f_j(x)$, and the moving direction angle at time $t$ is then given by,

$$\theta(t) = \arctan \frac{df_j(x)}{dx}_{x=x_j(t)}.$$  \hfill (18)

Then the location of user $j$ at time $t + \Delta t$, denoted by $(\tilde{x}_j(t + \Delta t), \tilde{y}_j(t + \Delta t))$, can be predicted by,
\[
\hat{x}_j(t + \Delta t) = x_j(t) + \Delta s \cos \theta(t); \\
\hat{y}_j(t + \Delta t) = y_j(t) + \Delta s \sin \theta(t).
\]

For any time instance \( t \), we denote by \( d_{j,i}(t) \) as the predicted distance between AP \( i \) and user \( j \). For any user \( j \), we sort the distances between user \( j \) and APs in descending order, i.e.,

\[
d_{j,i_1}(t) < d_{j,i_2}(t) < \cdots < d_{j,i_N}(t). 
\]  

(20)

We select the first \( M \) APs as the group serving user \( j \), the set of which is given by

\[
M_j(t) = \{i_1, i_2, \ldots, i_M\}. 
\]

(21)

The AP group \( M_j(t) \) provides service for user \( j \) from \( t \) to \( t + \Delta t \). For any user \( j \), a MEC server is connected to all the APs in the group \( M_j(t) \) to offload the computation tasks generated by user \( j \).

When the packets of user \( j \) arrive with a rate \( \lambda_j(t) \), the packets enter the buffers in the group \( M_j \) for service. The data packets will be blocked when all the APs’ buffers in the group are full.

Moreover, the actual location \((x_j(t + \Delta t), y_j(t + \Delta t))\) on the mobility trajectory \( f_j(x) \), can be calculated from

\[
\int_{x_j(t)}^{x_j(t+\Delta t)} \sqrt{1 + \left( \frac{df_j(x)}{dx} \right)^2} \, dx = \Delta s. 
\]

(22)

The members of the AP group serving for user \( j \) are updated dynamically at each prediction point where the mobility prediction is performed. Specifically, at each prediction point, users update their location, and send the location information to the MEC servers connected to their serving AP groups. Then the MEC servers perform the prediction of user location and inform users of the regrouped APs to provide service over the next prediction interval. Finally, the AP groups to serve the users are updated. In practical mobile communication systems, the APs within a group can exchange information with each other by the designed X2 interface [22]. The proposed AP clustering algorithm is shown in Table 2.

### 3.2. Resource Allocation with Delay Constraint

For any AP \( i \) and user \( j \) in \( \mathcal{K}_i \), we denote by \( w_{i,j}^{\text{min}} \) the minimum required bandwidth satisfying the delay constraint (16f), which is given by,

\[
w_{i,j}^{\text{min}} = \min \{w_{i,j} | \tau_{i,j}(w_{i,j}) \leq D_j\}. 
\]

(23)

The remained bandwidth of AP \( i \), denoted by \( W_i \), is given by,

\[
W_i = W - \sum_{j \in \mathcal{K}_i} w_{i,j}^{\text{min}}, \forall i \in \mathcal{N}. 
\]

(24)

### Table 2: AP Clustering Based on Mobility Prediction

<table>
<thead>
<tr>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Initiate ( t = 0, M_j = M_j(0) );</td>
</tr>
<tr>
<td>2: for ( j = 1 : K )</td>
</tr>
<tr>
<td>3: generate user mobility trajectory ( y = f_j(x) );</td>
</tr>
<tr>
<td>4: end for</td>
</tr>
<tr>
<td>5: while ( t &lt; T )</td>
</tr>
<tr>
<td>6: do</td>
</tr>
<tr>
<td>7: for ( j = 1 : K )</td>
</tr>
<tr>
<td>8: generate user traffic ( \lambda_j(t) );</td>
</tr>
<tr>
<td>9: update ((\hat{x}_j(t), \hat{y}_j(t))) by (19);</td>
</tr>
<tr>
<td>10: for ( i = 1 : N )</td>
</tr>
<tr>
<td>11: calculate ( d_{j,i}(t) );</td>
</tr>
<tr>
<td>12: end for</td>
</tr>
<tr>
<td>13: decide AP group ( M_j(t) );</td>
</tr>
<tr>
<td>14: end for</td>
</tr>
<tr>
<td>15: update ((x_i(t), y_j(t))) by (22);</td>
</tr>
<tr>
<td>16: ( t = t + \Delta t );</td>
</tr>
<tr>
<td>17: end while</td>
</tr>
<tr>
<td>18: return ( M_j );</td>
</tr>
</tbody>
</table>

Then we divide the remained bandwidth of AP \( i \) into equal bandwidth units. Each bandwidth unit is denoted by \( w_u \). The number of the remained bandwidth units of AP \( i \) is then given by,

\[
U_i = \frac{W_i}{w_u}, \forall i \in \mathcal{N}. 
\]

(25)

In each iteration, one bandwidth unit is allocated to the user with the maximum packet delay, and the selected user is obtained by

\[
\hat{j} = \arg\max_{j \in \mathcal{K}_i} \tau_{i,j}, \forall i \in \mathcal{N}. 
\]

(26)

The iteration terminates after the remained \( U_i \) bandwidth units are used up. The resource allocation with delay constraint algorithm is shown in Table 3.
4. Simulation Results

We consider a square area with 2 km side length, where APs and users are uniformly distributed within the area. In traditional cellular networks, users are usually associated with only one base station which provides the max-SINR due to the limitation of the density of APs. Therefore, for comparison, given the real location on the mobility trajectory, the baseline algorithm employs the max-SINR user association without clustering and equal bandwidth allocation. The user reassociation is performed for every 1s in the baseline algorithm.

We assume that an AP transmits to its associated users with the total power of 4 W and the total bandwidth of 1 MHz. Each AP transmits to a user with a constant power 0.4 W. The packet delay is constrained by the threshold of 20 ms. The packet arrival rate $\lambda$ follows a Gaussian distribution with mean $\lambda = 100$, and variance $\delta^2 = 10$. We assume the buffer size of the AP for a user is equal and the user velocity is 2 m/s, and then present the performance of the proposed algorithm compared with the baseline algorithm. We summarize the simulation parameters in Table 4.

In Fig. 3, we show the average blocking probability as a function of the number of users, where the number of APs $N = 100$, the prediction duration $\Delta t = 1$ s and the AP buffer size $L = 20$. As we can see, our proposed algorithm outperforms the baseline algorithm by a 20% and 50% decrease of the blocking probability with the cluster size $M = 2$ and $M = 3$, respectively. When the number of users is above 30, we can see that the blocking probability first decreases a bit and then increases in the proposed algorithm. As the number of users increases, on the one hand, the distance between users and their serving APs decreases, and the clustered AP groups can provide better service so as to reduce the blocking probability. On the other hand, the average waiting time of the packets in the queue increases, which increases the blocking probability. When the number of users is from 30 to 50, the decrease of the distance between users and their serving APs predominates, and the blocking probability first decreases a bit. When the number of users is above 50, the increase of the waiting time in the queue predominates, and the average blocking probability then increases.

In Fig. 4, we further show the system throughput as a function of the number of users, where the number of APs $N = 100$, the prediction duration $\Delta t = 1$ s and the AP buffer size $L = 20$. As we can see, the system throughput increases rapidly as the number of users increases in both algorithms. However, our proposed algorithm improves the total throughput by a 20% and 30% gain with the cluster size $M = 2$ and $M = 3$, respectively. As shown earlier in Fig. 3, when the number of users increases, the proposed algorithm shows a lower blocking probability compared with the baseline algorithm. Therefore, the proposed algorithm provides a throughput gain compared with the baseline algorithm.

In Fig. 5, we show the average packet delay as a function of the number of users, where the number of APs $N = 100$, the prediction interval $\Delta t = 1$ s and the buffer size $L = 20$. As we can see, the average packet delay of users increases as the number of users

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power budget of an AP</td>
<td>$P = 4$ W</td>
</tr>
<tr>
<td>Bandwidth budget of an AP</td>
<td>$W = 1$ MHz</td>
</tr>
<tr>
<td>Received power at a user</td>
<td>$P_0 = 0.4$ W</td>
</tr>
<tr>
<td>Delay threshold</td>
<td>$D = 200$ ms</td>
</tr>
<tr>
<td>Reference distance</td>
<td>$d_0 = 1$ m</td>
</tr>
<tr>
<td>Path loss parameter</td>
<td>$\sigma = 3.76$</td>
</tr>
<tr>
<td>Noise power spectral density</td>
<td>$N_0 = -184$ dBm/Hz</td>
</tr>
<tr>
<td>Average packet arrival rate</td>
<td>$\lambda = 100$</td>
</tr>
<tr>
<td>Variance of packet arrival rate</td>
<td>$\delta^2 = 10$</td>
</tr>
<tr>
<td>Observation time</td>
<td>$T = 60$ s</td>
</tr>
</tbody>
</table>

*Table 4: Simulation Parameters*
increases, since the average waiting time of the packets in the queue is increased. The proposed algorithm outperforms the equal bandwidth allocation algorithm by a 60% and 70% decrease of the average packet delay with the cluster size $M = 2$ and $M = 3$, respectively. Moreover, as the number of users increases, the proposed algorithm can guarantee the average packet delay of the users under a certain threshold 20 ms, while the packet delay continuously increases in the baseline algorithm.

In Fig. 6, we show the average blocking probability of the user packets as a function of the number of APs, where the number of users $K = 20$, the prediction interval $\Delta t = 1$ s and the buffer size $L = 20$. As we can see, the average blocking probability decreases as the number of APs increases, since a larger number of APs allow more users to access to the network, and the distances between the users and their serving APs are decreased. Moreover, the proposed algorithm outperforms the baseline algorithm by a 20% and 50% decrease of the blocking probability with the cluster size $M = 2$ and $M = 3$, respectively. It indicates that the proposed algorithm would perform better than the baseline algorithm on data transmission during the process of network densification, which is significant for the deployment of future mobile networks.

In Fig. 7, we show the average user throughput as a function of the buffer size, where the number of APs $N = 100$, the number of users $K = 20$ and the prediction interval $\Delta t = 1$ s. As we can see, the average user throughput increases as the buffer size increases since a larger buffer size means that the APs allow more data packets to be served. However, a marginal increase of the average user throughput is achieved when the buffer size is above 40. We can see that $L = 40$ is the optimal point where we formulate the queuing model, since a marginal performance gain can be obtained at the cost of a much larger buffer. Additionally, the proposed algorithm improves the average user throughput by a 20% and 25% gain compared to the baseline algorithm with the cluster size $M = 2$ and $M = 3$, respectively.

In Fig. 8, we show the average user throughput as a
function of the prediction interval, where the number of APs $N = 100$, the number of users $K = 20$ and the buffer size $L = 20$. As we can see, the average user throughput decreases rapidly as the prediction interval increases by using the proposed algorithm. Moreover, when the prediction interval is below $1$, the proposed algorithm shows a $20\%$ and $30\%$ enhancement of the user throughput compared with the baseline algorithm with the clustering size $M = 2$ and $M = 3$, respectively. However, when the prediction interval is above $1$, it can be observed that our proposed algorithm shows a worse performance compared to the baseline algorithm, since the prediction of user mobility will be not accurate with a larger prediction distance. In contrast, if the prediction interval is below $1$, the clustered AP groups will be frequently updated, which will increase the signalling burden of the core network. Thus, the optimal prediction interval is $\Delta t = 1$.

5. Conclusions

In this paper, we have investigated the user-centric AP clustering problem in a MEC-based UDN. A throughput maximization problem was formulated, where the service for a user by an AP was modeled as a $M/M/1/L$ queuing process. The problem was then solved by a user-centric AP clustering algorithm and a greedy bandwidth allocation algorithm. Simulation results show that the proposed scheme not only increases the average user throughput compared to the baseline algorithm using max-SINR user association and equal bandwidth allocation, but also guarantees low packet transmission delay. We find that the density of APs, prediction duration and cluster size have significant impacts on the performance of AP clustering, which requires careful design for practical UDN deployment.
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